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Abstract: This paper proposes a delay-compensated time-aware shaper (DC-TAS) de- 13 

signed to mitigate cascading delays in automotive time-sensitive networks (TSNs). DC- 14 

TAS dynamically adjusts the time windows allocated to scheduled traffic (ST), non-sched- 15 

uled traffic (NST), and guard bands (GB) based on the available idle time within the NST 16 

and GB windows. This adaptive approach effectively compensates for delays in both ST 17 

and best-effort traffic (BE) caused by unexpected emergency traffic (ET) surges, while 18 

maintaining the deterministic transmission guarantees essential for safety-critical appli- 19 

cations. Simulation results demonstrate that DC-TAS outperforms the enhanced TAS 20 

(eTAS), achieving lower end-to-end delay and higher throughput. This makes DC-TAS a 21 

robust solution for complex and unpredictable in-vehicle network (IVN) environments. 22 
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1. Introduction 26 

As in-vehicle networks (IVNs) become increasingly complex and require higher reli- 27 

ability and lower latency, there is a growing need for advanced networking solutions that 28 

can meet these stringent demands. To address this, time-sensitive networking (TSN) is 29 

gaining prominence as a key technology for next-generation IVNs. TSN, proposed by the 30 

IEEE 802.1 TSN task group, is a set of standards designed to enhance Ethernet by provid- 31 

ing real-time capabilities, deterministic transmission, time synchronization, frame 32 

preemption, and redundancy [1]. IEEE 802.1Qbv (time-aware shaper, TAS) is especially 33 

essential in IVNs as it facilitates deterministic scheduling for time-critical and safety-crit- 34 

ical traffic [2]. Furthermore, TAS ensures predictable data transmission by prioritizing 35 

various types of traffic, making it highly suitable for IVNs where diverse traffic types as- 36 

sociated with multiple services and functions coexist [3]. 37 

In IVNs, traffic can be classified into three main types based on their characteristics 38 

and transmission requirements: scheduled traffic (ST), best-effort traffic (BE), and emer- 39 

gency traffic (ET). ST is primarily used for safety-critical data and real-time control sig- 40 

nals, requiring strict transmission guarantees such as low latency, deterministic delivery, 41 

and low jitter. BE is generally used for non-time-critical data transmission and does not 42 
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require any specific constraints. ET is unpredictable and aperiodic, potentially involving 1 

accident detection and system safety events, thereby necessitating reliable transmission. 2 

TAS provides a mechanism to control the transmission of traffic using a gate control list 3 

(GCL), which operates by opening or closing specific gates for each timeslot. However, 4 

TAS does not specify how frames of different traffic classes are scheduled. Furthermore, 5 

TAS does not provide a robust solution to address delays that ST may experience due to 6 

unexpected events such as switching and processing delays or sudden surges of ET in 7 

complex and unpredictable operating environments. 8 

Several prior studies have investigated TAS scheduling issues with a focus on ET 9 

handling. Kim et al. [4] proposed enhanced TAS (eTAS), a dynamic scheduling scheme 10 

that prioritizes real-time transmission of emergency ETs while minimizing disruptions to 11 

prescheduled STs. eTAS modifies the queuing rules of legacy TAS to prioritize emergency 12 

ETs as the highest priority and introduces a time window extension algorithm that tem- 13 

porarily extends the time window for transmissions of ST. Through this approach, eTAS 14 

mitigates cascading delays caused by the transmission of emergency ETs. However, if an 15 

unexpectedly large number of ETs arrive at the queue and cannot be fully accommodated 16 

through time window extension, eTAS may still fail to prevent cascading delays. 17 

In this paper, we propose a delay-compensated TAS (DC-TAS) for automotive TSNs. 18 

DC-TAS operates by introducing a time window adaptation (TWA) algorithm that dy- 19 

namically updates the GCL in response to ET arrivals. Upon ET arrival, the TWA algo- 20 

rithm calculates the required transmission time and adjusts the start time and duration of 21 

the current ST, NST, or guard band (GB) time windows. If ET arrives during the ST win- 22 

dow, the window is extended by the ET transmission time. If ET arrives during the NST 23 

window, it is extended by taking into account both the ET transmission time and any 24 

available idle time in the NST window. The GCL is updated accordingly. To verify the 25 

superiority of DC-TAS, we conducted simulation experiments. The results show that DC- 26 

TAS outperforms eTAS by an average of 8.91% in end-to-end delay and 32.04% in 27 

throughput, respectively. 28 

2. Overview of Time-Aware Shaper (TAS) 29 

TAS was introduced for TSN to meet the stringent requirements of time-critical traf- 30 

fic, such as low and deterministic latency and low-jitter. TAS employs multiple queues 31 

and timed-gate mechanisms to control each traffic class independently, which helps to 32 

isolate time-critical frames from potential interference and delays caused by other traffic 33 

classes. TAS includes eight queues, each corresponding to a specific traffic class, with pri- 34 

orities from 7 (highest) to 0 (lowest). When a frame arrives at the switch, its priority is 35 

identified based on the priority code point (PCP) value in the IEEE 802.1Q Ethernet header 36 

[5]. The frame is then assigned to the queue corresponding to its priority level. Each queue 37 

is connected to a gate, which can be in either an open (o) or closed (C) state. A frame in a 38 

queue can only be transmitted when the corresponding gate is open. These gates are in- 39 

dependently controlled by the GCL. If multiple gates are open simultaneously and more 40 

than one queue has pending frames, the transmission selection process selects and trans- 41 

mits the frame with the highest priority. The GCL entries are repeated cyclically over a 42 

preconfigured time period. In addition, TAS operates based on a cyclic time schedule con- 43 

sisting of three types of time windows: ST, NST, and GB. ST time window is allocated for 44 

prescheduled time-critical traffic. NST time window is used for BE and all other traffic. 45 

GB time window serves to prevent interference with traffic scheduled for transmission in 46 

the upcoming ST time window. To this end, all gates remain closed during the GB time 47 

window. The GB time window always precedes the ST time window. The length of the 48 

GB window is set to be sufficient for transmitting the largest Ethernet frame. 49 
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3. Design of DC-TAS 1 

DC-TAS is designed to minimize the impact of ET on ST and NST by mitigating the 2 

cascading delays caused by surges in ET. To achieve this, DC-TAS provides a time win- 3 

dow adaptation (TWA) algorithm. We assume that ET has the highest priority among all 4 

traffic types and its gate for ET is always open. In the following, we provide further details 5 

of DC-TAS. 6 

Algorithm 1 presents the procedure for the TWA, which is triggered when ET arrives 7 

at the switch. The algorithm takes 
ET

l  and GCL  as inputs. 
ET

l  denotes the size of the 8 

arriving ET. GCL  refers to the GCL of the switch. The output of the algorithm is the 9 

updated GCL, denoted as GCL . 10 

The algorithm first calculates the transmission time of the ET ( ET
t ). It then checks the 11 

current time window ( currentWindow ). If the current time window is for NST, it calculates 12 

its idle time ( idle

CW
t ). The idle time refers to the duration during which no frames are trans- 13 

mitted according to the GCL. Then, if either the idle time or the combined duration of the 14 

idle time and the GB time window ( GB
t ) exceeds the transmission time required for the 15 

ET frame, it shifts the start time of the next time window ( next
t ) by the transmission time 16 

of the ET. As a result, the NST time window is extended, and the GB time window is 17 

correspondingly reduced. Otherwise, if the current time window is for ST, the start time 18 

of the next time window is also shifted by the same amount. Meanwhile, if the current 19 

window is for GB and its duration exceeds the transmission time of the ET, the GCL re- 20 

mains unchanged. Finally, the algorithm returns the updated GCL ( GCL ). 21 

 22 

Algorithm 1. Time Window Adaptation 

Input: 
ET

l , GCL  

Output: GCL  

Procedure: 

1: ( )8 /
ET ET

t l R   

2: if ==currentWindow NST  

3: ( )idle

CW
t getIdleTime currentWindow  

4: if ( ) ( ) + idle idle

CW ET CW GB ET
t t t t t  

5: next next ET
t t t +  

6: end if 

7: else if currentWindow ST==  

8:   next next ET
t t t +  

9: else 

10: if GB ET
t t  

11: GCL GCL  

12: end if 

13: end if 

14: return GCL  

4. Performance Evaluation 23 

We conducted experimental simulations under two scenarios to evaluate the perfor- 24 

mance of DC-TAS using the OMNeT++ 6.1 simulator [6] with INET 4.5 framework [7]. The 25 

simulation results were compared with eTAS [4]. In the following subsections, we provide 26 

a detailed description of the simulation configuration and simulation results. 27 
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4.1. Simulation Configuration 1 

In the simulation, the IVN consists of 11 transmitters, 9 receivers, and 4 switches. All 2 

sensors, actuators, and devices are connected to each other by a 1-meter, 100-Mbps Ether- 3 

net links. Figure 1 depicts the network topology of the IVN. To evaluate the performance 4 

of DC-TAS under different traffic conditions, we consider two ET scenarios where an ET 5 

is generated randomly every 100μs and every 500μs (i.e., 100μs scenario and 500μs sce- 6 

nario), respectively. Table I shows the traffic configuration for our simulations. Each traf- 7 

fic flow is assigned fixed values for priority, traffic class, interval, and payload size. The 8 

cycle time of the GCL is set to 500μs. Specifically, ST, NST, and GB durations are set to 9 

123.04μs, 106.72μs, 270.24μs, respectively. 10 

 11 

 12 

Figure 1. Network Topology of the IVN. 13 

Table 1. Traffic Configuration. 14 

Traffic 

Type 

Traffic 

Class 

Source 

Node 

Destination 

Node 

Interval 

(μs) 

Payload Size 

(Byte) 

ST 4 
Client 1 Server 1 500 625 

Client 2 Server 2 500 625 

AVB-A 6 
Client 3 Server 3 125 46 

Client 4 Server 4 125 46 

AVB-B 5 

Client 5 Server 5 250 250 

Client 6 Server 6 250 256 

Client 7 Server 7 250 256 

BE 0 

Client 8 

Server 8 

550 1400 

Client 9 675 1400 

Client 10 646 1400 

ET 7 Client 11 Server 9 Random 625 

 15 

4.2. Simulation Results 16 

Figures 2(a) and 2(b) show the end-to-end delay distributions of DC-TAS and eTAS 17 

under 100μs and 500μs scenarios, respectively, with results presented on a logarithmic 18 

scale. The results indicate that DC-TAS effectively mitigates prolonged queuing delays, 19 

which may occur in eTAS due to the frequent arrival of ET traffic. Specifically, DC-TAS 20 

demonstrated on average 14.55%, 33.79%, and 16.53% lower end-to-end delays for ST, 21 

AVB-A, and AVB-B, respectively. This latency reduction is attributed to DC-TAS's dy- 22 

namic adjustment of both ST and NST time windows via the TWA algorithm, which short- 23 

ens queuing times for traffic. Moreover, ST, AVB-A, and AVB-B that would otherwise be 24 

deferred to the next cycle due to the sudden arrival of ET traffic can be processed within 25 

the current cycle through dynamic window extension, thereby reducing overall waiting 26 

time. As a result, DC-TAS minimizes the cascading delay caused by the prioritized pro- 27 

cessing of ET. Quantitatively, DC-TAS achieved on average 12.78% and 5.05% lower end- 28 

to-end delays than to eTAS in the 100μs and 500μs scenarios, respectively. 29 
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(a) (b) 

Figure 2. End-to-end delay (s): (a) 100μs and (b) 500μs scenarios. 2 

Figures 3(a) and 3(b) show the throughput performance of DC-TAS and eTAS under 3 

100μs and 500μs scenarios, respectively. The results indicate that DC-TAS achieves either 4 

higher or comparable throughput across all traffic types relative to eTAS. Specifically, in 5 

the 100μs scenario, DC-TAS achieved throughput improvements of 156.36%, 155.24%, and 6 

9.53% for ST, AVB-B, and BE, respectively, compared to eTAS. This throughput enhance- 7 

ment results from the dynamic extension of both ST and NST time windows in DC-TAS, 8 

which increases transmission opportunities for traffic relative to eTAS. In contrast, the ET 9 

throughput of DC-TAS and eTAS shows similar performance, as both schemes maintain 10 

a dedicated ET queue that remains always open to preserve the highest priority for ET. 11 

Meanwhile, in the 500μs scenario, the throughput for all traffic types is nearly identical. 12 

This is because, despite the frequent occurrence of ET traffic, both schemes are capable of 13 

sufficiently accommodating ET through dynamic adjustment of time windows. Quantita- 14 

tively, DC-TAS achieved on average of 63.82% higher throughput than eTAS in the 100μs 15 

scenario, demonstrating significant improvements in network utilization efficiency 16 

through the proposed TWA algorithm. 17 

 18 

  

(a) (b) 

Figure 3. Throughput (Mbps): (a) 100μs and (b) 500μs scenarios. 19 

5. Conclusion 20 

In this paper, we propose DC-TAS for automotive TSNs to mitigate the cascading 21 

delays. DC-TAS employs a flexible time window adaptation mechanism that modifies the 22 

duration assigned to ST and NST according to the unused capacity detected in NST and 23 

GB time windows. This strategy successfully mitigates transmission delays for ST, AVB- 24 

A, and AVB-B traffic resulting from unpredictable ET, while preserving the deterministic 25 

scheduling requirements crucial for mission-critical systems. To demonstrate the superi- 26 

ority of DC-TAS, we conducted experimental simulations. The results show that DC-TAS 27 

not only improves individual traffic class performance but also enhances overall network 28 

efficiency. By minimizing cascading delay and optimizing time window utilization, DC- 29 

TAS reduces network congestion and improves resource utilization efficiency. Quantita- 30 

tively, DC-TAS outperforms eTAS by 8.91% and 32.04% on average in terms of end-to- 31 

end delay and throughput, respectively. 32 

 33 
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Abbreviations 15 

BE Best-effort Traffic 

DC-TAS Delay-Compensated Time-Aware Shaper 

ET Emergency Traffic 

eTAS Enhanced TAS 

GB Guard Band 

GCL Gate Control List 

IVN In-Vehicle Network 

NST Non-Scheduled Traffic 

PCP Priority Code Point 

ST Scheduled Traffic 

TAS Time-Aware Shaper 

TSN Time-Sensitive Networking 

TWA Time Window Adaptation 
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