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Abstract 
 

This paper presents an adaptive resource observation (ARO) for congestion alleviation using constrained application protocol (CoAP), 

which prevents buffer overflow of the client by adjusting observing period of the associated servers. The operation of ARO consists of 

two main phases; 1) buffer overflow estimation, 2) observing period adaptation. In the former, the client estimates whether buffer over-

flow will occur by comparing its service rate with packet arrival rate, then it determines the new observing period that can prevent buffer 

overflow of the client. The latter is used to adjust the observing period of servers considering the predefined the minimum and maximum 

queue threshold. ARO can significantly reduce the number of dropped packets caused by buffer overflow. The simulation results show 

that ARO achieves a higher network performance than legacy CoAP. 
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1. Introduction 

Recently, the demand for Internet of things (IoT) monitoring ser-

vices such as health monitoring, environmental monitoring, and 

vehicle tracking applications has been sharply increased.1, 2 In 

general, a number of resource-constrained devices and low power 

lossy networks (LLNs) are used in IoT monitoring services.3 

Therefore, the use of lightweight web-based transfer protocol is 

strongly recommended for reliable IoT monitoring services. For 

this, the constrained application protocol (CoAP) is standardized 

by the Constrained Restful Environments (CoRE) working group 

in Internet Engineering Task Force (IETF).4 The CoAP is a spe-

cialized web transfer protocol designed based on the representa-

tional state transfer (REST) architecture. It uses 4-byte size of 

fixed header over the user datagram protocol (UDP) and easily 

interfaces with hypertext transfer protocol (HTTP). Thus, the 

CoAP has been investigated by many research institutes to provide 

reliable communication in the constrained environments. 

As we mentioned above, a number of resource constrained 

  

devices are usually employed in IoT monitoring services. There-

fore, the network congestion may occur frequently, which may 

result in a large number of dropped packets. To address this prob-

lem, CoAP provides the basic congestion control mechanism 

that can alleviate the network congestion by reducing the number 

of retransmissions. However, since it uses the fixed length of 

timeout and backoff factor regardless of the network condition, it 

cannot entirely solve the existing congestion problem. To improve 

the basic congestion control mechanism, CoAP simple congestion 

control/advanced (CoCoA) is proposed.5 The CoCoA uses the 

round trip time (RTT) estimation based on the retransmission 

timeout (RTO) and the variable backoff factor (VBF), thus it con-

siderably reduces the unnecessary retransmissions compared to the 

CoAP. However, considering that most IoT monitoring services 

use the CoAP observation mechanism, where the sensor device 

(i.e., server) periodically transmits the packets including change of 

surrounding environment, the existing congestion control mecha-

nisms are not suitable solution for congestion problem in IoT 

monitoring services.6 This is because the CoAP observation 

mechanism does not use any acknowledgement and retransmission. 

Therefore, to support reliable IoT monitoring services, a new ap-

proach is needed to solve the congestion problem in environment 

using CoAP observation mechanism. 

In this paper, an adaptive resource observation (ARO) for conges-

tion alleviation using CoAP. The ARO aims to prevent buffer 

overflow of the client by adjusting observing period of the associ-

ated servers. The operation of ARO consists of the buffer over-

flow estimation and the observing period adaptation phases. In the 

buffer overflow estimation, the client estimates whether buffer 

overflow will occur by comparing its service rate with packet 

arrival rate, then it determines the new observing period that can 

prevent buffer overflow of the client. The observing period adap-

tation is used to adjust the observing period of servers considering 

the predefined the minimum and maximum queue threshold. The 

ARO can significantly reduce the number of dropped packets 

caused by buffer overflow. To evaluate the performance of the 

ARO, we conduct experimental simulation under various scenari-

os. The results show that ARO achieves a higher network perfor-

mance than legacy CoAP. 
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The rest of this paper organized as follows. In Section 2, the sys-

tem model is described. In Section 3, the design of ARO is pre-

sented in detail. The performance evaluation is described in Sec-

tion 4. Finally, we conclude this paper in Section 5. 

 
Fig. 1: System architecture. 

2. System Architecture 

Figure 1 shows the system architecture for IoT monitoring service 

that consists of a client, a gateway and the multiple servers. The 

client is the user device (i.e., laptop, user mobile, tablet, etc.) that 

manages requests to the servers to obtain the sensing data through 

gateway. The servers are the sensor devices that detects the 

changes their surrounding environment, and transmit the sensing 

data according to the client’s request via gateway. The gateway is 
responsible for forwarding messages between the servers and the 

client. All types of devices communicate each other using the 

CoAP via wireless links. In the architecture, we assume that the 

client and servers have the limited physical resources such as the 

low-power, the limited computational capability, and the limited 

storage. 

To receive the sensing data from the servers periodically, the 

CoAP observation technique is used by the client and servers. In 

order to establish the observation relationship between them, the 

client transmits the observation request message to the targeted 

server for registration. When receiving the message, the server 

periodically transmits the sensing data to the client. We assume 

that the transmission interval (i.e., observing period) of the servers 

is predefined by the system depending on the application, and we 

further assume that all servers use the same observing period. The 

legacy CoAP does not take into account the queue status of the 

client. Therefore, when a large number of data is transmitted to the 

client simultaneously, the buffer overflow can the client due to 

lack of queue. The buffer overflow increases the number of 

dropped packets. To address this problem, we propose the ARO 

that prevents buffer overflow of the client by adjusting observing 

period of the associated servers. Since the ARO adaptively adjust 

the observing period of server considering the queue status of the 

client, it significantly reduces the number of dropped packets. 

3. Design of Aro 

The ARO aims to prevent buffer overflow of the client by adjust-

ing observing period of the associated servers. In ARO, we as-

sume that the client periodically checks the number of associated 

servers and the observing period of servers. We further assume 

that all servers use the same observing period. The ARO is con-

ducted by the client, and the operation of ARO consists of two 

phases: 1) buffer overflow estimation and 2) observing period 

adaptation. 

In the former, the client compares the service rate with the packet 

arrival rate for buffer overflow estimation. The service rate means 

the processing capability of the client per second. The value of 

service rate can be determined according to the hardware such as 

the central processing unit (CPU). The packet arrival rate means 

the amount of packets received by the client per second. The buff-

er overflow may occur when the service rate is lower than the 

packet arrival rate. Therefore, the client periodically compares the 

service rate with the packet arrival rate to estimate the buffer over-

flow. For this, the client firstly calculates the packet arrival rate 

that can be given as equation (1). 

 (1) 

where   is the number of associated servers,   is the expected num-

ber of packets received by the client per second, and   is the packet 

size. In here, the   is easily calculated by the client since the server 

sends the packet to the client using the fixed transmission interval 

called observing period. If the packet arrival rate is higher than 

service rate, the client calculates new observing period ( ) as given 

in equation (2). 

 

Packet arrival rate

Service rate
NewOP OldOP= 

                                       (2) 

 

where   is the old observing period that is currently used by the 

server. 

In the latter, the client notifies the   to the servers when the buffer 

queue of client reaches the predefined maximum queue threshold. 

On the other hand, it notifies the   to the servers, when the buffer 

queue of client reaches the predefined minimum queue threshold. 

Upon receiving the   or  , the servers adjust their observing period 

referring to the notification of the client. 

4. Performance Evaluation 

To evaluate the performance of ARO, we conduct the experi-

mental simulation using MATLAB. The simulation results are 

compared to that of the legacy CoAP to verify the effectiveness of 

the ARO. In the simulation, we check the variation of the number 

of dropped packets and the queue status when the simulation time 

and the number of servers change. For this, we set the old observ-

ing period is 10 ms and service rate of client is set to 1 Mbps. In 

addition, the queue size of the client is set to 1 Mbytes, and the 

minimum and the maximum queue thresholds are set to 0.1 

Mbytes and 0.9 Mbytes, respectively. The detailed simulation 

parameters are listed in table 1. 

Figures 2 and 3 show the number of dropped packets when the 

simulation time and the number of servers change. We set the 

number of servers to 15 for figure 2, and the simulation time to 50 

s for figure 3. In both figures, the ARO has none of the dropped 

packets for the variation of simulation time and the number of 

servers. On the other hand, in the case of legacy CoAP, the num-

ber of dropped packets increases as the simulation time and the 

number of servers increases. This is because the ARO prevents the 

buffer overflow of the client by adaptively adjusting CoAP ob-

serving period according to the result of buffer overflow estima-

tion. 

Figures 2 and 3 show the number of dropped packets when the 

simulation time and the number of servers change. We set the 

number of servers to 15 for figure 2, and the simulation time to 50 

s for figure 3. In both figures, the ARO has none of the dropped 

packets for the variation of simulation time and the number of 

servers. On the other hand, in the case of legacy CoAP, the num-

ber of dropped packets increases as the simulation time and the 

number of servers increases. This is because the ARO prevents the 

buffer overflow of the client by adaptively adjusting CoAP ob-

serving period according to the result of buffer overflow estima-

tion. 

 
Table I. Simulation parameters. 

Parameter Value Parameter Value 

Old observing 

period 
10 ms Queue size 1 Mbytes 

Number of 

servers 
0–20 

Service rate of 

client 
1 Mbps 

Simulation time 0–100 s 
Minimum 

queue threshold 
0.1 Mbytes 

Packet size 125 Bytes Maximum 0.9 Mbytes 
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queue threshold 

 
Fig. 2.    Number of dropped packets for simulation time change. 

 

Figures 4 and 5 show the variation of the queue status of the client. 

For this, we set the simulation configurations same as the number 

of dropped message case (i.e., figures 2 and 3), and increases until 

the simulation time reaches 15 s. This is because packet arrival 

rate is higher than service rate of the client. However, the maxi-

mum queue status of ARO is lower than the legacy CoAP. The 

reason is that the client transmits the   

 

to the servers to increase the observing period of them when the 

queue status reaches the maximum queue threshold. Similarly, in 

figure 5, the queue status of both cases increases when the number 

of servers is more than 10 servers are deployed. However, the 

maximum queue status of ARO is lower than the legacy CoAP for 

the same reason as figure 4. In detail, the average queue status of 

the legacy CoAP is 0.5 Mbytes and ARO is 0.45 Mbytes. 

 
Fig. 3.    Number of dropped packets for various number of servers. 

 
Fig. 4.    Number of dropped packets for simulation time change 

 
Fig. 5. Queue status for various number of servers 

5. Conclusion 

This paper presents the ARO designed to prevent buffer overflow 

of the client by adjusting observing period of the associated serv-

ers. For this, the operation of ARO consists of buffer overflow 

estimation and observing period adaptation phases. The buffer 

overflow estimation is used to estimate the occurrence of the buff-

er overflow and determine the new observing period. The observ-

ing period adaptation is used to adjust their observing period. To 

verify the effectiveness of the ARO, we conduct experimental 

simulation using MATLAB. The results show that ARO signifi-

cantly reduces the number of dropped packets compared to the 

legacy CoAP. In addition, ARO can maximize utilization of the 

queue of the client while preventing a buffer overflow. 
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